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INTRODUCTION

In February 2018, Special Counsel Robert S. Mueller III brought charges against thirteen Russian individuals and three organizations allegedly involved in a coordinated disinformation campaign aimed at the 2016 United States political process.1 One of the laws that the special counsel claimed these Russian actors violated is the Foreign Agents Registration Act (“FARA” or “Act”).2 FARA, the central law governing the activities of agents of foreign entities that act in the United States, was enacted in 1938, a time in which Nazi propaganda took place out in the open on American soil. Since then, FARA has been used most often to register lobbyists and other political actors within the United States. The special counsel’s court filings notably

1. An additional complaint from September 29, 2018, against other members of this alleged conspiracy was unsealed on October 19, 2018. See Victoria Clark et al., Russian Electoral Interference: 2018 Midterms Edition, LAWFARE (Oct. 19, 2018, 7:36 PM), https://www.lawfareblog.com/russian-electoral-interference-2018-midterms-edition. While this Article will take the facts in these indictments as true, this Article takes no position on the effectiveness of these kinds of disinformation campaigns when it comes to influencing an election or any other political results and recognizes the difficulty in making that kind of determination. See, e.g., Benedict Carey, ‘Fake News’: Wide Reach but Little Impact, Study Suggests, N.Y. TIMES (Jan. 2, 2018), https://www.nytimes.com/2018/01/02/health/fake-news-conservative-liberal.html. This Article therefore uses the phrase “2016 U.S. political process” to indicate that the disinformation campaign discussed here did not necessarily have any impact on the 2016 U.S. political elections.

used FARA to target propaganda that is disseminated not on U.S. streets or in government offices, but by foreigners on social media. These propagandists, unlike those at the time of FARA’s enactment, are anonymous, covertly working to influence U.S. political opinion from abroad.

The use of FARA in the context of foreign actors on social media is unprecedented. As the attorney for one of the indicted Russian organizations put it: “[N]ever before has a foreign corporation . . . with no presence in the United States, been charged criminally for . . . the political speech of individuals on social media, at rallies, or in advertisements during a U.S. presidential election campaign.”3 Similarly, in the words of a former head of the FARA Unit of the Department of Justice (“DOJ”): “[T]his case may represent the first time the DOJ has charged foreign nationals, operating predominantly from a foreign country, with criminal violations of FARA . . . .”4

Despite the vast differences between propagandists in the 1940s and today’s social media propagandists, and the fact that FARA has never before been used in the social media context, little analysis has been done regarding whether, and how, FARA’s statutory terms might apply to foreign online disinformation actors.5 Perhaps this is the reason why DOJ’s FARA Unit has not yet actively registered any foreign disinformation actors: a ‘Quick Search’ on the DOJ FARA page for active foreign registrants located in Russia returns only seven results, none of them actors on social media—a surprisingly low number given all the reports of social media propagandists traced back to Russia in the last few years.6


5. Rather than focusing on FARA, legislative attempts to respond to disinformation campaigns on social media have so far focused on the Honest Ads Act, a bill that, if enacted, would require social media companies to disclose who is buying political advertisements on their platforms. See David Kravets, Proposed Law Would Regulate Online Ads to Hinder Russian Election Influence, ARS TECHNICA (Oct. 23, 2017, 11:24 AM), https://arstechnica.com/tech-policy/2017/10/proposed-law-would-regulate-online-ads-to-hinder-russian-election-influence/.

As of this Article’s writing, FARA itself has also never been found to directly apply to foreign social media actors. The special counsel’s indictment asserts that the Russian defendants failed to register as foreign agents carrying out political activities within the United States, but it charges the defendants with the crime of conspiracy to defraud the United States under 18 U.S.C. § 371, not with violating FARA itself. The crime of conspiracy does not need to be connected to a specific underlying crime, such as a FARA violation. However, in a court order, a U.S. district judge suggested that “the government may ultimately have to prove that the defendants agreed to a course of conduct that, if carried out, would [fall under FARA’s statutory requirements and] require disclosure to the . . . DOJ.” In other words, it may at some point become important to determine whether the conduct of these social media actors falls under FARA itself, but no analysis has yet been done to determine how the statute would apply in such a case. This Article therefore seeks to study what a FARA registration requirement for social media disinformation actors might look like.

Though the most high profile example of foreign disinformation on social media—Russian interference in the 2016 U.S. political process—has come and gone, social media disinformation campaigns by foreign actors have continued to the present day. A study published in October 2018, for example, found that more than eighty percent of the Twitter accounts that frequently shared links to phony news reports during the 2016 election process remained active two years later. While reports indicate that Russia did not interfere in the 2018 election cycle to the extent that it has been reported to have interfered in the 2016 cycle, Russia continued to use social media and fake personas to influence positions on opposite ideological sides with the aim

8. See id.
11. Kevin Poulsen & Spencer Ackerman, Researchers: No Evidence That Russia is Messing with Campaign 2018—Yet, DAILY BEAST (Oct. 8, 2018, 8:01 PM), https://
of further polarizing the United States. Social media companies have consistently identified new influence campaigns from other countries, including Iran, that mimic Russia’s techniques and are aimed at misleading people around the world. As such, it is highly likely that foreign countries and other foreign entities will continue to seek to influence U.S. political opinion using social media in one way or another during the coming years. It is therefore critical to contemplate the ways to effectively respond, considering the wide range of tools at both technology companies’ and the U.S. government’s disposal.

Part I of this Article familiarizes the reader with FARA’s history up until the present day. Section I.A explores the earlier versions of the Act, from 1938, 1942, and 1966, and studies the legislative history surrounding each version to illuminate the original goals for the Act’s passage and the ways it has been used since. Section I.B then details some of the ways in which FARA has made headlines in recent years, in particular its increasing importance to foreign lobbyist registration. Part II briefly summarizes the kind of social media-based disinformation campaign that this Article is concerned about, using the online activity that began before the 2016 presidential election as its focus.

Part III then applies the law as identified in Part I to the facts as identified in Part II. Section III.A begins by recognizing and resolving some of the statutory issues that arise when attempting to apply FARA to social media actors. Section III.B takes a closer look at who the operatives involved in a social media campaign are and considers whether it is possible to attribute posts to particular actors with any degree of certainty. Section III.C discusses a category of actors DOJ should ensure do not get caught in FARA’s orbit: U.S. persons unwittingly involved in these online campaigns. Section III.D studies how FARA’s labeling requirements could apply to social media postings. Section III.E considers how the registration and labeling requirements of the Act may be enforced practically to tackle the social media prob-


I. THE FOREIGN AGENTS REGISTRATION ACT

The Foreign Agents Registration Act is the central law governing the activities of agents of foreign entities acting in the United States. The Act generally requires that “agents of foreign principals” who undertake certain activities on behalf of foreign interests—including engaging within the United States in political activities for, or in the interests of, such foreign principals—register with DOJ, file copies of “informational materials” that they distribute, and maintain records of their activities.

A. History and Focus of the Act

FARA was originally enacted in 1938, and was designed to promote transparency with regards to foreign propaganda. The Act was inspired by the global political dynamics of the 1930s. In 1935, the U.S. House of Representatives convened the McCormack Committee (the first House Un-American Activities Committee) to investigate the existence and effects of Nazi propaganda efforts in the United States, as well as the use of “subversive propaganda” distributed by other foreign countries more generally. The spread of fascism, combi-
munism, and economic unrest during the interwar period drove Congress’s concern that foreign sources would seek to influence the American people and government.\textsuperscript{20} The House Report of the Seventy-Fifth Congress declared that the basic purpose of the Act was to focus a “spotlight of pitiless publicity” on organizations that are financed by “foreign governments or foreign political groups” in order to spread propaganda and “influence the external and internal policies of this country.”\textsuperscript{21} As the House Judiciary Committee described in its recommendation to adopt the legislation:

Incontrovertible evidence has been submitted to prove that there are many persons in the United States representing foreign governments or foreign political groups, who are supplied by such foreign agencies with funds and other materials to foster un-American activities, and to influence the external and internal policies of this country, thereby violating both the letter and the spirit of international law, as well as the democratic basis of our own American institutions of government.\textsuperscript{22}

The Judiciary Committee further noted that this interference was often hard to identify: “Evidence before the Special Committee on Un-American Activities disclosed that many of the payments for this propaganda service were made in cash by the consul of a foreign nation, clearly giving an unmistakable inference that the work done was of such a nature as not to stand careful scrutiny.”\textsuperscript{23} The House Judiciary Committee therefore recommended:

Congress should enact a statute requiring all publicity, propaganda, or public-relations agents or other agents or agencies, who represent in this country any foreign government or a foreign political party or foreign industrial or commercial organization, to register with the Secretary of State of the United States, and to state name and location of such foreign employer, the character of the service rendered, and the amount of compensation paid or to be paid therefor.\textsuperscript{24}

\textsuperscript{22} H.R. Rep. No. 75-1381, at 1–2 (1937).
\textsuperscript{23} Id. at 2.
\textsuperscript{24} H.R. Rep. No. 74-153, at 23.
The attack on Pearl Harbor spurred Congress to amend and extend the 1938 Act. The amended language sought to more clearly attribute the sources of materials disseminated by agents of foreign powers, and expressly declared that the Act’s policy and purpose is to protect “the national defense, internal security, and foreign relations of the United States.” The amendment also contained a definition of “political propaganda,” which has since been stricken from the Act, and introduced a labeling requirement, requiring all registrants to mark “political propaganda” with a source-disclosure statement.

From its passage in 1938 until 1966, FARA focused primarily on traditional political propagandists. But the 1966 amendments, which form the core of the current Act, shifted the Act’s focus to protecting the integrity of the government’s decision-making process. This shift was due largely to the changing nature of foreign influence: attention in the 1960s focused more on increasingly varied and sophisticated

25. See Attorney Gen. of U.S., 684 F.2d at 939 (citing S. Rep. No. 77-913 (1941)).
26. Act of Apr. 29, 1942, ch. 263, 56 Stat. 248; see also Attorney Gen. of U.S., 684 F.2d at 937 (“It should also be obvious—and reviewing the legislative history amply confirms this—that to the extent FARA focuses on subversion by foreign powers, foreign policy concerns become inevitable. The Attorney General may channel his limited resources against agents of those powers inimical to the United States, who are more likely to subvert our allies and interest.”).
27. “Political propaganda” is:
[A]ny oral, visual, graphic, written, pictorial, or other communication or expression by any person (1) which is reasonably adapted to, or which the person disseminating the same believes will, or which he intends to, prevail upon, indoctrinate, convert, induce, or in any other way influence a recipient or any section of the public within the United States with reference to the political or public interests, policies, or relations of a government of a foreign country or a foreign political party or with reference to the foreign policies of the United States or promote in the United States racial, religious, or social dissensions, or (2) which advocates, advises, instigates, or promotes any racial, social, political, or religious disorder, civil riot, or other conflict involving the use of force or violence in any other American republic or the overthrow of any government or political subdivision of any other American republic by any means involving the use of force or violence.
30. See Attorney Gen. of U.S., 684 F.2d at 941.
kinds of subversive activities. With the Axis Powers defeated, and the existence of new federal legislation, such as the Smith Act, aimed directly at agents seeking to violently overthrow the government, FARA was no longer needed to regulate subversive activity. As such, the Act gradually refocused from its original emphasis on subversive activity to an emphasis on protecting government decision-making from foreign influence. These amendments had the practical effect, according to DOJ’s FARA Unit staff, of reducing the incidence of criminal FARA prosecutions in favor of increased civil and administrative resolution of FARA violations. The “cornerstone” of the Registration Unit’s enforcement efforts had become “encouraging voluntary compliance.”

Congress again amended FARA in 1995 as part of a broader effort to reform lobbying disclosure laws, known as the Lobbying Disclosure Act (LDA). These amendments limited FARA’s registration requirements to agents of foreign governments and foreign political parties, allowing agents of other foreign entities, such as foreign companies, to register under the LDA’s disclosure requirements. The 1995 amendments also removed the term “political propaganda” from FARA, replacing it with the undefined term “informational materials.” DOJ reports that this change occurred because Congress believed that the term “propaganda” was an unnecessary remnant of the original law, and found that the phrase “informational materials” better reflected the shift in the Act’s focus towards public disclosure of agents engaged in the U.S. political process.
The history of FARA criminal prosecutions and registrations reflects these shifting policy concerns. The first three prosecutions, which were brought in 1939 and 1940, involved the Soviet Union. From 1940 until the end of World War II, the government brought sixteen prosecutions, eleven involving Germany. Between the end of the war and 1963, DOJ reported twelve prosecutions, three of which involved the Soviet Union and five of which involved Cuba—again reflecting the propaganda threats to the U.S. at the time.\footnote{See \textit{Attorney Gen. of U.S. v. Irish People, Inc.}, 684 F.2d 928, 945 (D.C. Cir. 1982) (citing \textit{Activities of Nondiplomatic Representatives of Foreign Principals in the United States: Hearings Before the S. Comm. on Foreign Relations}, 88th Cong. 70–73 (1963)).\textsuperscript{41}} Prosecutions then largely ceased, likely owing to the Act’s shifted focus onto lobbying, until FARA’s resurgence in 2017.\footnote{See \textit{Laufman}, supra note 4.\textsuperscript{42}}

FARA registration numbers peaked in the 1980s, before the passage of the LDA, with a high of 916 active registrations in 1987. From the mid-1990s until about 2017, registration fell sharply, likely owing to the passage of the LDA and its FARA exception.\footnote{See \textit{Office of the Inspector Gen.}, supra note 31, at 2.\textsuperscript{43}} But in 2018, FARA saw a nearly twenty percent increase in registrations since 2017 and a forty-three percent increase since the end of 2014.\footnote{See \textit{Laufman}, supra note 4.\textsuperscript{44}} These recent numbers likely owe to the increased enforcement of FARA that will be detailed in the next Section.

While FARA enforcement has, as illustrated, changed considerably over the decades, it may need to return to some of its earlier roots if it is to be used as a tool against disinformation actors on social media. Today’s social media propagandists disseminate “political propaganda”—to use FARA’s earlier language\footnote{See supra note 27 for the definition of “political propaganda.”\textsuperscript{45}}—more than they disseminate legitimate “information materials,” as the Act is currently worded.\footnote{See text accompanying \textit{infra} note 182 for the current definition of “informational materials.”\textsuperscript{46}} And while the LDA and other laws address foreign lobbying, FARA is currently the only law on the books capable of addressing foreign-based social media propagandists. FARA therefore may be uniquely suited to play a role in countering disinformation. The spread of disinformation, according to one scholar, is “the rare type of national security threat for which informing the public actually can diminish the threat: if Americans know what to look out for online and what not to accept at face value on social media, the power of dis-

\textsuperscript{41} See \textit{Attorney Gen. of U.S. v. Irish People, Inc.}, 684 F.2d 928, 945 (D.C. Cir. 1982) (citing \textit{Activities of Nondiplomatic Representatives of Foreign Principals in the United States: Hearings Before the S. Comm. on Foreign Relations}, 88th Cong. 70–73 (1963)).

\textsuperscript{42} See \textit{Laufman}, supra note 4.


\textsuperscript{44} See \textit{Laufman}, supra note 4.

\textsuperscript{45} See supra note 27 for the definition of “political propaganda.”

\textsuperscript{46} See text accompanying \textit{infra} note 182 for the current definition of “informational materials.”
information deliberately spread by hostile actors is reduced.”47 As this Article will explore, FARA may be a useful tool in combating disinformation—but to do so, it may be necessary to reconsider the ways in which DOJ enforces FARA registration.

Using FARA in this context, however, is admittedly not an easy fit. While FARA focuses on the fact that a certain political influence is foreign in nature, social media companies have different points of concern: Facebook is concerned chiefly with whether the origin of its content, wherever it is from, is transparent to users, and Twitter is focused less on the location of an account than on behavioral patterns that suggest accounts are gaming the system.48 The reason for these differences includes the fact that it is often difficult to identify with a high degree of certainty where a social media account originates.49 This Article will explore these tensions, and what they might mean for FARA’s applicability to social media actors, in more depth below.

B. FARA’s Recent Resurgence

FARA has recently appeared in the public consciousness on a number of occasions, even before the special counsel indicted a number of Russian disinformation actors under its provisions in 2018. In September 2017, DOJ asked T&R Productions LLC, the company that supplies broadcasting services to the U.S. affiliate of the state-owned Russian news outlet RT, formerly known as Russia Today, to register under FARA as a foreign agent.50 DOJ officials argued that RT’s contracts made it clear that the network’s U.S. affiliates were under the control of TV Novosti, a Russian-government backed broadcaster.51 In a letter that DOJ sent to the network, officials claimed that financial information showed that in 2015, 99.7% of the funds expended by RT

49. Id.
came from the Russian government.\textsuperscript{52} Russian President Vladimir Putin has explicitly said that “[RT] is funded by the [Russian] government, so it cannot help but reflect the Russian Government’s official position on the events in our country and in the rest of the world.”\textsuperscript{53} In November 2017, DOJ announced RT’s registration, stating in a press release that “Americans have a right to know who is acting in the United States to influence the U.S. government or public on behalf of foreign principals.”\textsuperscript{54}

A Washington, D.C., radio station named Reston Translator, which broadcasts Russian state-funded news outlet Sputnik, registered with DOJ as a foreign agent in November 2017 as well.\textsuperscript{55} These were not the first FARA registrations for Russian news outlets, though they are some of the most recent. The New York bureau of the Soviet news agency TASS, for example, was registered as a foreign agent from the 1940s onward, as were a number of other Soviet media outlets.\textsuperscript{56} Russia has not been the only country whose media has been targeted for FARA registration. In September 2018, China’s Xinhua News Agency and China Global Television Network were also ordered to register under the law.\textsuperscript{57}

\textsuperscript{52} Letter from Heather H. Hunt, Chief, FARA Registration Unit, to Brian E. Dickerson, Attorney, RTTV America, Inc. 2–3 (Aug. 17, 2017), https://www.politico.com/f/?id=00000160-79a9-d762-a374-7dfbebe30001.
\textsuperscript{53} Id. at 3.
\textsuperscript{57} Cristina Maza, Why These Chinese Media Companies Have to Register as Foreign Agents, NEWSWEEK (Sept. 19, 2018, 11:00 AM), https://www.newsweek.com/why-these-chinese-media-companies-have-register-foreign-agents-1128649. Note that units belonging to broadcasters and publications from Korea, Japan, and Canada have also registered under FARA at various times. See Mike Eckel, U.S. Justice Department Says Intelligence Report Spurred FARA Requirement for RT, RADIO FREE EUR./ RADIO LIBERTY (Dec. 21, 2017, 4:02 PM), https://www.rferl.org/a/russia-rt-fara-intelligence-report-us-justice-department/28931638.html.
The recent uptick in FARA registrations and prosecutions has not been limited to foreign media outlets. Among other prominent cases, the special counsel repeatedly used FARA in his indictments of some of President Donald Trump’s associates. In November 2017, the special counsel brought indictments against former Trump campaign chairman Paul Manafort and his deputy Richard Gates, charging them with FARA violations among other counts. They were both accused of acting as agents of the Ukrainian government under Viktor Yanukovych, the pro-Russian former president, sending shockwaves through the lobbying world in what many have called the most significant FARA prosecution ever. Additionally, Michael Flynn, President Trump’s former National Security Advisor, filed paperwork under FARA in March 2017 as a foreign agent who was paid to do work for the Turkish government. These cases have led to increased efforts by many foreign lobbyists to disclose their activities to avoid public scrutiny. All in all, the two-year period from 2017 to 2019 has seen nearly as many criminal prosecutions for FARA violations as during the forty-year period from 1966 to 2015.

The flurry of attention that FARA recently received led to the introduction of a series of reform bills in the Senate and the House. Among other bills, in March 2017, Senators Todd Young (R-IN) and Jeanne Shaheen (D-NH) introduced the Foreign Agents Registration Modernization and Enforcement Act, which would provide DOJ with the authority to investigate potential FARA violations and compel organizations to produce documentation to confirm funding sources and foreign connections. In October 2017, Congressman Mike Johnson (R-LA) and Senator Chuck Grassley (R-IA) introduced the Disclosing Foreign Influence Act, which would reverse the 1995 decision to remove most private sector lobbying reporting from FARA to the

59. Id.
62. See Laufman, supra note 4.
LDA.64 At the time of this Article’s publication, both of these bills have been referred to the Committee on Foreign Relations but have not yet been voted on.65

More importantly, this burst of legislative activity aims to strengthen FARA’s effectiveness with regard to lobbyists and non-anonymous sources of political influence. But these bills do not attempt to apply FARA to the types of social media actors that Special Counsel Mueller identified in his February 2018 indictment and October 2018 complaint. This Article therefore seeks to fill the void in both the scholarship and these legislative proposals by studying how FARA might apply to disinformation actors on social media. To contextualize the amendments to FARA that this Article will consider, it is necessary to first discuss the kinds of social media disinformation activity about which this Article is concerned. The next Section will briefly outline the nature of disinformation campaigns on social media, focusing primarily on the public evidence available regarding disinformation efforts during and after the 2016 presidential election.

II. FOREIGN ORGANIZED DISINFORMATION CAMPAIGNS DURING AND AFTER 2016

Planting false news—or disinformation—in the press is not a new phenomenon. Indeed, such practices have existed since at least the eighteenth century. Benjamin Franklin, for instance, intentionally published untrue stories alleging that the British paid Native Americans to scalp men, women, and children in the rebellious colonies.66 In 1835, a penny press paper, the New York Sun, ran a series of articles claiming that an astronomer, using a new high-powered telescope, discovered life on the moon. Owing to this hoax, the Sun became the most widely read newspaper in the world.67 More recently, in the run-

67. Id.
up to the Spanish-American War, William Randolph Hearst fabricated news stories to coax Americans into war.\(^{68}\)

During the Cold War, the United States and the Soviet Union engaged in an all-out ideological information war, but this information war seemed to end after the Soviet Union’s collapse.\(^{69}\) Congress and President Bill Clinton closed the United States’ preeminent global information agency responsible for countering the propaganda threat, the United States Information Agency (“USIA”), in 1999.\(^{70}\) Since Vladimir Putin’s rise to power, reports suggest that Russia has been searching for new ways to make up for its diminished military, and officials have seized on influence campaigns and cyberwarfare as a cheap, easy-to-deploy means of re-achieving parity with the United States.\(^{71}\) Though Russia has been publicly identified as the most likely culprit behind the disinformation campaign in and around 2016, other countries, such as Iran, have been cited for using foreign propaganda as well.\(^{72}\) The tools that Russia allegedly used require few barriers to entry, making it likely that other countries or groups will follow suit.\(^{73}\)

Russian “active measures” on Facebook and other social media began long before the 2016 primary season\(^{74}\) and in many cases have lasted long after the November 8, 2016, election.\(^{75}\) The Russian opera-
tion that began in 2016 went beyond just spreading false news and spamming; the interference campaign also created and controlled real-world events. The continuing interference’s overarching goal appears to be to destabilize the United States by focusing on and amplifying existing tensions, rather than supporting any one political party. Disinformation campaigns are an active measure tool which Russian intelligence has reportedly used since the Cold War to sow discord among and within countries Russia perceives as hostile to its interests. Now that Facebook and Twitter have become dominant media platforms, social media has become the new battleground on which these disinformation campaigns occur.

The Russian active measures used to spread disinformation operate both overtly and covertly. News channels like RT and Sputnik are two primary examples of overt means. While RT is primarily a news organization, it has benefitted considerably from social media’s amplification of its articles. Consider RT’s prominent presence on YouTube’s search results, which has led it to attract 2.2 million subscribers. YouTube helped RT achieve such prominence by providing it with perks, like a “check mark” that designated RT as a verified propaganda.

For one more recent example of Russia’s continued use of these tools, see Sheera Frenkel & Daisuke Wakabayashi, After Florida School Shooting, Russian ‘Bot’ Army Pounced, N.Y. TIMES (Feb. 19, 2018), https://www.nytimes.com/2018/02/19/technology/russian-bots-school-shooting.html.


Some measures, such as a series of recently taken down online video channels that are backed by RT but do not disclose that they are funded by the Russian government, blur the line between overt and covert propaganda. See Donie O’Sullivan et. al., Russia Is Backing a Viral Video Company Aimed at American Millennials, CNN https://www.cnn.com/2019/02/15/tech/russia-facebook-viral-videos/index.html (last updated Feb. 18, 2019, 12:02 PM).

news source, and including RT among a select group of news organizations in Google’s “preferred” news lineup. This granted RT access to guaranteed revenue from premium advertisers, in effect subsidizing this international propaganda arm. To date, there have been over five billion views of RT’s online videos.

While YouTube may be facilitating foreign media entities like RT, other social media companies, like Twitter, have been exploited by covert means of influence. One such covert means is the use of “bots,” software applications that perform automated tasks on the Internet. Some researchers estimate that up to twenty-three percent of Twitter accounts are bots. At one point in summer 2016, 17,000 bot accounts amplified Russia’s disinformation efforts, and in August 2017, more than 75,000 bots responded to a researcher’s post seeking to trigger such a response. These bots are able to amplify messages to a degree not possible for human beings, averaging more than 1,500 tweets per day. Given the ease of automated abuse on its platform, even Twitter probably does not know the extent to which foreign entities have been using bots on the site. Twitter CEO Jack Dorsey has himself retweeted an account that was identified as Kremlin-created by an independent Russian news agency.

Russian-based entities have also engaged in the covert active measure of “trolling,” deliberately using online fora for provocations designed to cause quarreling and discord. Members of the St. Petersburg-based privately-owned Internet Research Agency (“IRA”) posed as U.S. persons and created false U.S. personas online, operating so-

---

83. *Id.*
84. *See id.*
89. *Id.*
90. *See id.*
cial media pages and groups designed to attract U.S. audiences. The “specialists” employed by the IRA, who created these social media accounts, were divided into day and night shifts to post within the appropriate U.S. time zone, and were circulated a list of U.S. holidays so that they could post appropriate corresponding activity. The organization also purchased advertisements on social media sites to promote its pages and groups.

The trolling extended beyond Internet activity to real-life action, including the co-opting of unknowing Americans to serve as the IRA’s agents from abroad. Reportedly, Russian operatives even paid American activists in the planning of events. For example, in both 2016 and 2017, the “American Department,” or “translator project,” of the IRA allegedly recruited U.S. activists to help stage protests and organize self-defense classes in black communities to sow division among Americans. In one instance, operators spoke by telephone with a real U.S. person affiliated with a grassroots group in Florida. The IRA also allegedly operated Facebook pages, such as the Heart of Texas, which called for Texas’s secession from the United States and promoted anti-Muslim rallies. Russian-operated sites, such as Blacktivist, were reported to have taken proactive roles in communicating with activists, confusing even bona fide activists about their actual origins. On some occasions, the foreign account operators used real people, impersonating certain Americans as avatars to deliver their

93. See Indictment ¶ 10.
94. See id. ¶ 33.
95. See id. ¶ 35.
96. See Rosalind Adams & Hayes Brown, These Americans Were Tricked into Working for Russia: They Say They Had No Idea., BUZZFEED NEWS (Oct. 17, 2017, 10:34 PM), https://www.buzzfeed.com/rosalindadams/these-americans-were-tricked-into-working-for-russia-they; see also Indictment ¶ 54 (charging that the Internet Research Agency “offered money to certain U.S. persons to cover rally expenses.”).
98. See Indictment ¶ 82.
99. Secession was also a popular subject for RT America, which featured a six-minute story on the subject in June 2016 that received 250,000 views on YouTube. See Tim Lister & Clare Sebastian, Stoking Islamophobia and Secession in Texas—from an Office in Russia, CNN, http://www.cnn.com/2017/10/05/politics/heart-of-texas-russia-event/index.html (last updated Oct. 6, 2017, 5:00 PM).
100. See Sam Levin, Did Russia Fake Black Activism on Facebook to Sow Division in the US?, GUARDIAN (Sept. 30, 2017, 6:00 AM), https://www.theguardian.com/technology/2017/sep/30/blacktivist-facebook-account-russia-us-election.
talking points, as well as creating accounts such as “the United Muslims of America” on Facebook to impersonate an actual but currently non-functional organization. The content from these and other allegedly Russian-operated sites was reportedly shared 340 million times, with the IRA allegedly publishing as many as 50 million posts a month in 2016. While the IRA is the best-known and to this day the only indicted Russian “troll farm,” independent journalists in Russia estimate that there are hundreds of others, and some reports suggest that other accounts were “likely more important in spreading fake news.” Facebook estimates that the activities of these entities reached nearly 150 million users. Twitter notified 677,775 people in the United States who either followed, retweeted, or liked a tweet from troll IRA accounts.

While most of this allegedly Russian activity was coordinated from abroad, some was conducted within the United States. IRA affiliates traveled to the United States under false pretenses to collect intelligence to inform its operations. The IRA also used computer


102. See Kevin Poulsen et al., Exclusive: Russians Impersonated Real American Muslims to Stir Chaos on Facebook and Instagram, DAILY BEAST (Sept. 27, 2017, 4:29 PM), https://www.thedailybeast.com/exclusive-russians-impersonated-real-american-muslims-to-stir-chaos-on-facebook-and-instagram; see also Indictment ¶ 34.

103. Goodman & Hendrix, supra note 75.


105. See Goodman & Hendrix, supra note 75.

106. Knight Found., Seven Ways Misinformation Spread During the 2016 Election, MEDIUM (Oct. 4, 2018), https://medium.com/trust-media-and-democracy/seven-ways-misinformation-spread-during-the-2016-election-a45e8c393e14 (reporting that several other Twitter accounts were posting content similar to the IRA but had many more followers than the top IRA trolls).

107. See Spencer Ackerman, Facebook Now Says Russian Disinfo Reached 150 Million Americans, DAILY BEAST (Nov. 1, 2017, 12:38 PM), https://www.thedailybeast.com/facebook-now-says-russian-disinfo-reached-150-million-americans. The 150 million user estimate accounts for users of both Facebook and Instagram, which Facebook owns. Id.


infrastructure inside the United States. For example, a company owned by a man in Staten Island, New York, provided internet infrastructure services to a Russian propaganda site pretending to be a voice for victims of police shootings. A former FBI agent who is an expert on Russian disinformation campaigns suggests that the use of Russian communities within the United States as website hosts is typical behavior, designed to create anonymity and make the source look authentic.

The IRA also purchased space on computer servers located in the United States to set up virtual private networks (“VPNs”) through which operators in Russia could connect to the U.S.-based infrastructure and conduct their activity inside the United States. Other kinds of American involvement straddle a blurrier line between foreign influence and domestic First Amendment protected political opinion, such as the former Breitbart reporter Lee Stranahan whom Sputnik hired to start a radio show in Washington, D.C. In response to accusations, Stranahan said that although his paycheck comes from the Russians, “nothing about it really affects my position on stuff that I’ve had for years now.”

This disinformation campaign continued past the 2016 election cycle. Six hundred Twitter accounts reportedly linked to Russian influence operations were found promoting extremism around the time of the Charlottesville protest in the summer of 2017. In the fall of 2018, bot and troll activity increased in response to the confirmation


112. Zavadski et al., supra note 110 (“You don’t want these to trace back to Russia, so you pick a believable community closest to your target. It’s not necessarily that they’re directed Russian agents, but they can go through Russian communities—witting or unwitting—outside of Russia.”).

113. See Indictment ¶ 39.
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116. See Isaac Arnsdorf, Pro-Russian Bots Take up the Right-Wing Cause After Charlottesville, PROPUBLICA (Aug. 23, 2017, 8:00 AM), https://www.propublica.org/article/pro-russian-bots-take-up-the-right-wing-cause-after-charlottesville (“A sample of 600 Twitter accounts linked to Russian influence operations have been promoting hashtags for Charlottesville . . . .”).
battle concerning Justice Kavanaugh’s nomination to the Supreme Court. The highest peak of IRA ad volume on Facebook was actually April 2017, and according to experts, bot activity on Twitter has increased since the 2016 election. One cybersecurity company detected more overall activity from Russian online influence operations targeting the 2018 midterm elections than was detected by researchers during the same period before the 2016 election.

Disinformation has also become harder to find as tactics change. The focus has shifted from propagating fake news stories to, in the words of a cybersecurity firm executive, “augmenting stories already out there which speak to hyperpartisan audiences.” As Facebook stated in a summer 2018 press release, “[S]ecurity is not something that’s ever done. . . . It’s an arms race and we need to constantly improve too.”

III. MODERNIZING THE FOREIGN AGENTS REGISTRATION ACT

The social media disinformation campaign described in the previous Part represents a type of propaganda threat that in many ways is more like the old-fashioned phenomenon of subversive sign-holding propagandists that existed when FARA was adopted than the more recent phenomenon of foreign lobbyists. While today’s disinformation actors behave in many ways like traditional propagandists, the tools

117. See Max de Haldevang, Russian Trolls and Bots Are Flooding Twitter with Ford-Kavanaugh Disinformation, QUARTZ (Oct. 2, 2018), https://qz.com/1409102/russian-trolls-and-bots-are-flooding-twitter-with-ford-kavanaugh-disinformation/ (reporting that the CEO of information integrity firm New Knowledge believed that the Kavanaugh confirmation resulted in more U.S. propaganda from foreign sources than the firm had seen in months).


they use and the platforms on which they operate are vastly different. To address this new category of actors, FARA would have to be enforced in ways it has never been before. This Part will explore the ways in which FARA could be used and adapted to address social media disinformation actors operating from abroad.

A. The Agent and Foreign Principal Relationship in the Social Media Context

Applying FARA to foreign-based social media disinformation campaigns poses a number of statutory challenges. First, FARA applies to an agent who “engages . . . within the United States in political activities for or in the interests of [a] foreign principal” (emphasis added), but foreign social media propaganda agents are operating from abroad, not from “within” the United States. Second, FARA defines a foreign principal as any “person outside of the United States,” referring to the traditional paradigm where a foreign country sends an agent inside the United States to influence its political process. This paradigm gives no guidance, however, as to how to distinguish social media agents operating from abroad from their foreign principals, who also operate from abroad. Third, the relationship between those operating behind the computer screen and the entities from which they may be taking direction is often more complicated and attenuated than the simple principal-agent relationship that FARA envisioned, requiring an analysis of the law of agency in the context of these social media actors. This Section will address each of these issues in turn.

The first issue, concerning the situs of the agent, is not unique to FARA. In a similar vein, determining the venue for network crimes has confounded federal courts because “in today’s wired world of telecommunication and technology, it is often difficult to determine exactly where a crime was committed, since different elements may be widely scattered in both time and space, and those elements may not coincide with the accused’s actual presence.” In some of these cases, courts have found that venue may lie “where the effects of the defendant’s conduct are felt, but only when Congress has defined the essential conduct elements in terms of those effects.” Applying this reasoning, it may be sufficient to say that a foreign-based social media operator is acting “within the United States,” as the Act requires, when

124. Id. § 611(b)(2).
the effects of the operator’s actions are felt within the United States. Moreover, Congress has seemingly defined the essential conduct elements in terms of those effects. The statutory language of acting “within” the United States first and foremost serves to narrow FARA to apply to foreign propaganda affecting American political opinion, as opposed to foreign political opinion; the statute does not indicate that the language was intended to establish the importance of the propagandist’s physical location. Alternatively, the statutory language could be amended to “engages in political activities aimed at the United States” to more explicitly define the statutory conduct elements in these terms.127

The second issue raised above, differentiating between the agent and principal when both actors are likely located abroad, makes the statute an uneasy fit for the kind of propagandists concerned here but does not pose an insurmountable obstacle. Given the opaque and non-linear structure behind foreign disinformation campaigns, it would be challenging to tie these statutory definitions to a particular, predetermined principal-agent relationship. But if both the agent and the principal are foreign-based, there is no meaningful significance in distinguishing the two. Any Russian “agent” operating on foreign soil is also, technically, a Russian “foreign principal.” Whether defined as an “agent” or as a “principal,” that actor would likely be subject to FARA registration either way.128 FARA only expressly contemplates the registration of agents because at the time of its enactment, the agents were the front-line propagandists seeking to influence U.S. politics. Today, if agents have become interchangeable with their foreign principals because they are both located abroad, this distinction no longer matters.129

127. Note that the definition of “political activities” in 22 U.S.C. § 611(o) remains important. It is limited to those activities that “the person engaging in believes will, or that the person intends to, in any way influence” the U.S. government or any section of the public to change U.S. domestic or foreign policy, ensuring that not every foreign commentator on U.S. politics is required to register under FARA. Only those foreign actors on social media that aim to influence U.S. policy, in the traditional political propaganda sense, would be required to register if FARA were to apply to these actors.

128. At times, there can be multiple foreign principals involved. For example, the IRA is allegedly funded by Concord Management and Concord Catering, which are allegedly controlled by Russian oligarch Yevgeny Prigozhin. While the hierarchy is complex, both Concord entities and the IRA would fall under FARA. See generally Clark et al., supra note 1.

129. In fact, recent media reports suggest that the principal-agent distinction has started to matter less in the lobbying context as well. See Natasha Bertrand, A Surge in Foreign-Influence Prosecutions, ATLANTIC (Dec. 18, 2018), https://www.theatlantic.com/politics/archive/2018/12/michael-flynn-ex-associates-charged-turkey-lobby-
Still, where the U.S. government was attempting to make a case that a specific entity on social media was acting on behalf of a specific foreign principal, the question of agency remains an important one. Is the relationship between the coordinators and the operators of social media disinformation campaigns too nebulous to even qualify as legal agency? Under the Act’s current language, FARA covers a broad range of possible agency relationships. FARA’s disclosure and record-keeping requirements are imposed on “persons” who act as “agents of a foreign principal.”  

A “person” is defined as “an individual, partnership, association, corporation, organization, or any other combinations of individuals.” Such a “person” is an “agent of a foreign principal” when the person “acts as an agent, representative, employee, or servant, or any person who acts in any other capacity at the order, request, or under the direction or control, of a foreign principal.” DOJ regulations have not further clarified the necessary elements of an agent’s relationship with a foreign principal, but they have defined “control” to include “the possession or the exercise of power, directly or indirectly, to determine the policies or the activities of a person, whether through . . . contract, or otherwise.”

The minimal case law that exists interpreting the Act suggests that this principal-agent relationship does not require that the parties expressly enter into a contract establishing the relationship. While financial support from a foreign principal alone is insufficient to establish agency, financial support is not required to establish agency. The Act also does not include any threshold requirements for a certain degree of activity on the agent’s part.

Beyond these general contours, the courts disagree on the standard by which a principal-agent relationship is established. The Third case/578407/ (discussing how both the foreign principal who hired Michael Flynn’s firm, Alptekin, and the alleged agents of the principal, Flynn and his U.S. business partner Kian, have been held accountable for allegedly lying about Flynn’s government backers in an effort to falsify a FARA filing).
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132. Id. § 611(c)(1).
133. 28 C.F.R. § 5.100(b) (2018).
134. See United States v. German-American Vocational League, Inc., 153 F.2d 860, 863–64 (3d Cir. 1946) (“We find nothing in [the Act] . . . warranting the contention that it contemplated only agencies created by an express contract.”).
135. See Attorney Gen. of U.S. v. Irish People, Inc., 796 F.2d 520, 524 (D.C. Cir. 1986) (explaining that the Act was not intended to reach agents who are subsidized by foreign principals but do not act at the direction of foreign principals).
Circuit Court of Appeals in 1945 applied the common law standard from the Restatement (First) of Agency, where agency is defined as “the relationship which results from the manifestation of consent by one person to another that the other shall act on his behalf and subject to his control, and consent by the other so to act.”137 In 1981, the Second Circuit Court of Appeals, without citing the Third Circuit’s prior decision, favored a more FARA-specific definition concerned not with “whether the agent can impose liability upon his principal but whether the relationship warrants registration by the agent to carry out the informative purposes of the Act.”138 The court cautioned that a broader reading, such as any person who acts at a foreign principal’s “request,” would “sweep within the statute’s scope many forms of conduct that Congress did not intend to regulate.”139 In commenting on the proposed 1966 amendments, the House Report stated:

Under existing law it is possible because of the broad scope of the definitions contained in section 1(c) to find an agency relationship (and thus the possibility of registration) of persons who are not, in fact, agents of foreign principals but whose acts may incidentally be of benefit to foreign interests, even though such acts are part of the normal exercise of those persons’ own rights of free speech, petition, or assembly. This may have been desirable when the Foreign Agents Registration Act was amended in 1942, but does not appear warranted in present circumstances.140

The court went on to state that the “surrounding circumstances” will usually provide sufficient indication as to whether a “request” by a foreign principal requires the recipient to register.141 The court provided two guidelines for what the “surrounding circumstances” might be. First, the court suggested that it is important to ascertain whether “those requested to act were identified with specificity by the principal;” specifically, whether “a particular individual, or a sufficiently limited group of identifiable individuals, is asked to act.”142 Second, the court suggested that the specificity of the action requested is relevant: “Once a foreign principal establishes a particular course of conduct to be followed, those who respond to its ‘request’ for complying action may properly be found to be agents under the Act.”143

137. German-American Vocational League, Inc., 153 F.2d at 869 n.9.
139. Id.
140. Id. at 161 n.5 (citing H.R. Rep. No. 89-1470, at 6 (1966)).
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Ultimately, determining whether agency exists for FARA registration purposes depends on the nature of the agent at issue. If the agent is a foreign national, then, as discussed above, he or she is technically both an “agent” and a “foreign principal” and would likely fall under FARA’s sweep either way. If the agent is an American citizen responding to a foreign national’s call to action, Congress’s concerns from 1966 come into play and DOJ would want to ensure that such an American citizen was acting specifically as an agent of a foreign principal under the Second or Third Circuit tests. Finally, if the concern is attributing a specific foreign agent to a specific foreign principal, a fact-specific investigation would be necessary to determine whether the relationship qualifies as agency under FARA.144

For example, consider whether the IRA counts as an “agent” of a specific “foreign principal,” allegedly the Russian government. In a seminal paper that provides a useful model on the relationship between malicious online actors and nation-state sponsors, cybersecurity scholar Jason Healey describes a spectrum that measures the degree of state responsibility for cyber-attacks.145 Alex Stamos, Facebook’s former chief security officer, concluded that the 2016 IRA activity is between “state-encouraged” and “state-ordered,” using Healey’s definitions.146 Based on the Second Circuit test described above, either of these standards would be legally sufficient to determine that the IRA was an “agent” of the Russian state. But whether DOJ would choose to publicly disclose that an online campaign is attributable to a specific foreign principal would also depend in part on the most recent Department guidelines, which establish that “[f]oreign influence operations will be publicly identified as such only when the Department can attribute those activities to a foreign government with high confidence.”147 Below, this Article will explore whether attributions with high confidence are possible in the social media context.

144. For example, the October 2018 criminal complaint alleges that Elena Alekseevna Khusyaynova was the chief accountant in the Russian operation to influence the 2016 and 2018 elections, suggesting that the IRA could be understood to be her “agent” to which she gave instructions for FARA purposes. See generally Clark et al., supra note 1.


146. Removing Bad Actors on Facebook, supra note 122.

B. Attribution in the Social Media Context

When it comes to adapting FARA to disinformation actors on social media, distinguishing who is the agent and who is the foreign principal is less challenging than resolving a more fundamental issue: is it even possible to identify, with any degree of certainty, who these social media operatives are? Can a Facebook page or Twitter account be attributed to a specific foreign actor with high confidence? Unlike public television station and social media channels like RT and Sputnik, bots and trolls on social media seek to hide their identity by design. The IRA, for example, registered and controlled hundreds of web-based email accounts hosted by U.S. email providers under false names to mask the activity’s Russian origin.\footnote{See Indictment ¶ 40.} The Kremlin uses third-party contractors from both inside Russia and surrounding countries with cheap labor to “muddy the waters on attribution,” according to one former official.\footnote{See Ackerman et al., supra note 101.} This poses a difficulty when it comes to determining whether these operatives should be required to register under FARA.

Generally speaking, there are two possible kinds of attribution when it comes to actors on social media: direct attribution and indirect attribution. Direct attribution occurs when an entity can be identified by tracking its IP address, payments, or some other form of evidence that directly links the actor to the act.\footnote{See generally Indictment ¶¶ 10–24.} Indirect attribution, carried out by research experts who do not have access to identifying information like IP addresses or payments, can be done by comparing social media identities across platforms and watching for common themes.\footnote{A prominent example of this kind of effort is Maltego, an interactive data mining tool that renders directed graphs for analysis of relationships between pieces of information from various online sources. See Maltego CE, PATERVA, https://www.paterva.com/web7/buy/maltego-clients/maltego-ce.php (last visited Mar. 12, 2019).}

The special counsel’s 2018 indictment pointed to a number of the IRA’s identifying features that represent the hallmarks of direct attribution. The indictment identified and named (1) Concord Management, a company that funded the organization’s operations,\footnote{Indictment ¶ 3.} (2) a number of Russian entities through which the IRA attempted to shield its identity,\footnote{Id. ¶ 7.} and (3) a number of high-up individuals within the organization.\footnote{Id. ¶¶ 10–24.} In one particularly revealing claim, the indictment cites
an email from a social media account operative to a family member saying, “we had a slight crisis here at work: the FBI busted our activity (not a joke).”

The government’s indictment further links these actors’ activities to the purchase of fake identification documents including drivers’ licenses, and the use of the same fake personas that were deployed on social media to register for PayPal accounts. Some of the operatives purchased credit card and bank account numbers from online sellers using the stolen identities of real U.S. persons, which they then submitted to PayPal to evade its security measures. The operatives would then use these accounts to purchase advertisements on Facebook to promote the IRA’s social media accounts. The indictment also notes that many of these social media accounts were then deactivated, further evidencing their involvement in the campaign.

Twitter has echoed some of the claims in the indictment by disclosing that it identifies Russian-linked accounts by looking at whether the account was created in Russia, “whether the user registered the account with a Russian phone carrier or a Russian email address, whether the user’s display name contains Cyrillic characters, . . . , and whether the user has logged in from any Russian IP address.” Twitter’s acting general counsel, Sean Edgett, told Congress that because of “the information we have behind the scenes,” Twitter can directly connect collectives of autonomous accounts.

Facebook’s former general counsel, Colin Stretch, similarly told members of Congress that “the technical signals [that we get from an account] can be used to help us identify inauthentic behavior.” But Facebook’s former chief security officer, Alex Stamos, cautions that using technical forensics does not always result in direct attribution with sufficiently high confidence.

Beyond these types of direct attribution, which reports suggest are typically available only to the government through intelligence
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collection and to social media companies by way of their access to information about a user’s account, indirect attribution is more difficult but also feasible. Researchers use Twitter’s Search and Streaming API and Twitter Firehose to access and monitor trends on social media as they occur.\footnote{164. See Sarah Perez, Twitter Launches Lower-Cost Subscription Access to Its Data Through New Premium APIs, TECHCRUNCH (Nov. 14, 2017), https://techcrunch.com/2017/11/14/twitter-launches-lower-cost-subscription-access-to-its-data-through-new-premium-apis/.) Other commonly used tactics involve geotagging,\footnote{165. See Anatomy of a Russian Propaganda Troll: Geotagging Marks the Spot, Is It PROPAGANDA OR NOT? (Mar. 24, 2017), http://www.propornot.com/2017/03/anatomy-of-russian-propaganda-troll.html.} analysis of language use,\footnote{166. See Kamil Baraniuk, Corpus-Based Analysis as a Method to Identify Russian Trolling Activity, 46 POLISH POL. SCI. Y.B. 239, 241 (2017), http://www.marszalek.com.pl/yearbook/docs/46-1/pps20171115.pdf.} and linkage of current accounts with prior accounts.\footnote{167. See J.J. Patrick, We Need to Talk About Identifying Trolls . . . . , BYLINE (Nov. 13, 2017), https://www.byline.com/column/67/article/1939.} Cookies also serve as useful tools in tracking a user’s actions across platforms online.\footnote{168. See Peter Eckersley, How Online Tracking Companies Know Most of What You Do Online (and What Social Networks Are Doing to Help Them), ELECTRONIC FRONTIER FOUND. (Sept. 21, 2009), https://www.eff.org/deeplinks/2009/09/online-trackers-and-social-networks.} In identifying bots, certain data points, such as the number of times an account posts per day, the amount of personal details an account includes in its description, the number of times an account retweets other posts and the number of times it gets retweeted, and the nature of the Twitter handle, help separate human accounts from automatic ones.\footnote{169. See Ben Nimmo, #BotSpot: Twelve Ways to Spot a Bot, MEDIUM (Aug. 28, 2017), https://medium.com/dfrlab/botspot-twelve-ways-to-spot-a-bot-aedc7d9c110c. Accounts that post news headlines without providing links to the actual stories also usually suggest bot activity. See also James Devitt, How to Detect Russian Bots on Twitter, FUTURITY (Dec. 18, 2017), http://www.futurity.org/russian-bots-twitter-1633842/.) Social media researchers generally suggest three As for spotting a fake account: “activity,” “anonymity,” and “amplification.”\footnote{170. See Lauren C. Williams, Where Are They Now? The Russian Bots That Disrupted the 2016 Election, THINKPROGRESS (May 5, 2017, 1:53 PM), https://thinkprogress.org/russian-bots-where-are-they-now-e2674c19017b/.) The “Botometer” monitors the activity of a Twitter account and gives it a score based on how likely it is to be a bot, using many of the factors listed above.\footnote{171. See FAQ, BOTOMETER, https://botometer.iuni.iu.edu/#/faq (last visited Mar. 12, 2019).} An organization called Hamilton 68 tracked Russian influence operations on Twitter by watching 600 suspicious ac-
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counts. Researchers using machine learning claim to be ninety-five percent accurate, with most of the errors being false negatives, i.e., troll accounts that were missed, rather than false positives, i.e., real accounts incorrectly classified as trolls.

While researchers have a number of tools at their disposal to make plausible inferences about an account’s origin, and are working to improve their efforts, accurate identifications can be made with any degree of confidence only through direct attribution efforts like those evidenced by the U.S. government in its indictment and complaint, and through work done by the social media companies themselves. Nonetheless, it is hard to determine whether the kind of evidence that has been gathered against the IRA is available for any of the other organizations and groups that allegedly were involved in this Russian disinformation campaign or will be involved in others.

Moreover, actors caught in the 2016 campaign have likely already changed their tactics in preparation for their next influence campaigns. For example, the IRA in 2016 made the “mistake” of buying some advertisements directly without use of a shell company; now, it is more likely that entities will use shell companies to obscure their involvement. The upshot is that identification of the individuals behind the keyboard may always be impossible, and only the government and social media companies, who must work hard to keep up with the shifting disinformation tactics, have a real shot at attempting to attribute accounts to specific foreign entities with some degree of confidence.


174. For instance, one such takedown of inauthentic behavior on Facebook was accompanied by an announcement that identified only a small number of the 652 pages, groups, and accounts that were removed. See Taking down More Coordinated Inauthentic Behavior, FACEBOOK NEWSROOM (Aug. 21, 2018), https://newsroom.fb.com/news/2018/08/more-coordinated-inauthentic-behavior/?wpisrc=NL_ cybersecurity202&wpmm=1 [hereinafter Taking Down].
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C. Excluding U.S. Persons from FARA Registration

While the exact contours of the principal-agent distinction do not matter much when both parties are acting from abroad, the distinction becomes very relevant when considering U.S. citizen actors who are unwittingly involved with or unintentionally support foreign influence campaigns. As the District of Columbia Circuit noted, “Congress was particularly concerned that registration would not be imposed to stifle internal debate on political issues by citizens sympathetic to the views of foreigners but free from foreign direction or control.”177 The case described above of Lee Stranahan, who works for Sputnik but claims that his pro-Russian positions are his own,178 suggests the existence of a category of Americans who may echo the views of foreign propaganda operatives but are not acting as their witting agents. Additionally, there may be Americans whose social media accounts have been coopted by foreign operatives: consider Rachel Usedom, a young American engineer in California, whose Twitter account was commandeered by propagandists.179 There have also been a number of Americans who participated in rallies and other public protest events at the request of foreign-organized social media pages, falsely believing that they were authentic American pages.180

All these U.S. persons would not be considered foreign agents under any definition in the Act. Under the Third Circuit’s agency test, a court would likely not find “consent” to have been granted when the agent is duped by a principal who fails to disclose his or her actual agenda. Under the Second Circuit’s “surrounding circumstances” test, the very nature of the relationship—a contact that the U.S. person involved believed to be purely innocent—suggests that the U.S. person did not know the shadowy motives behind the other side of the computer screen. As such, under either definition, FARA would not, under any interpretation, cover a U.S. person acting as an unwitting agent of a foreign principal. Recognizing the chance that such U.S. persons might get caught up in a foreign disinformation campaign, social media companies like Facebook have enacted procedures, such as passing posts flagged as potentially false to independent fact-checkers to

178. See Gray, supra notes 114–15.
179. See Shane, supra note 119 (reporting that Usedom had tweeted until 2014, but in November 2016 her account had been renamed “#ClintonCorruption” and was used to promote hacked material leaked by Russians without her knowledge).
180. See supra text accompanying note 96.
review before demoting them, to establish with greater certainty that
the posts are not U.S. persons’ independently posted content.181

D. Social Media Posts as Informational Materials

FARA, in its current form, requires filing and labeling “informational materials” in the following situation:

It shall be unlawful for any person within the United States who is
an agent of a foreign principal and required to register under the
provisions of this subchapter to transmit or cause to be transmitted
in the United States mails or by any means or instrumentality of
interstate or foreign commerce any informational materials for or in
the interests of such foreign principal without placing in such infor-
mational materials a conspicuous statement that the materials are
distributed by the agent on behalf of the foreign principal, and that
additional information is on file with the Department of Justice,
Washington, District of Columbia. The Attorney General may by
rule define what constitutes a conspicuous statement for the pur-
poses of this subsection.182

If FARA were to apply to foreign-based social media propagan-
dists, this section of the Act would suggest that these propagandists
must also label and file their “informational materials” within forty-
eight hours of their transmission.183 The current definition of “infor-
mational materials” in the Act requires only that they be “for or in the
interests of such foreign principal,” and can be “in any form which is
reasonably adapted to being . . . disseminated or circulated among two
or more persons.”184 The Act does not give further meaning to the
phrase “disseminated or circulated,” making it entirely possible to ap-
ply these terms to materials that are disseminated online as well.185
But of course, rather than printing and distributing materials, today’s
social media propagandists rely almost exclusively on material shared
over the Internet.186 The nature of these materials impacts the breadth
of their reach: whereas pamphlets had to be printed one at a time, bots
can send out thousands of posts within seconds.187 As such, while the
language in FARA itself is capable of encompassing materials posted

181. See Mark Zuckerberg, Preparing for Elections, FACEBOOK (Sept. 12, 2018),
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and distributed online, there are a few complications that arise when it comes to labeling online propaganda generally.\footnote{188}

First, which part of a social media post should be labeled: the account page or each individual post? The DOJ FARA Unit staff has argued that it is impossible to require a label on each post,\footnote{189} and Senator Shaheen (D-NH) introduced a bill in 2017 proposing a scheme where foreign agents “may omit disclosure required . . . in individual messages, posts, or transmissions on social media on behalf of a foreign principal if the social media account or profile from which the information is sent includes a conspicuous statement” that the account is operating on a foreign entity’s behalf and that further information is on file with DOJ.\footnote{190} But if only the account page itself is identified, as Senator Shaheen has suggested, most Americans who view the account’s postings but not the account page itself are not likely to know that the account has been labeled as a foreign entity’s material. Alternatively, a verification mark, such as the one Twitter uses for all accounts of public interest, could help solve this problem.\footnote{191} A “conspicuous statement” could be placed on the account page itself, but a FARA-specific verification mark would likely suffice to identify particular postings as related to a FARA-labeled account.

Second, the FARA Unit staff has pointed to a problem owing to the speed at which informational materials are posted online. DOJ has found that technological advances have made the forty-eight hour rule in the statute outdated, since registered agents now send out informational material on social media on a nearly continuous basis, making such a requirement unrealistic.\footnote{192} Introduced legislation attempts to deal with this issue by removing the forty-eight hour requirement and replacing it with a requirement for filing at the same time and at the
same intervals as an agent files their registration materials. Yet if an account page itself is labeled under FARA, the issue largely resolves itself: technologically, a FARA-identifying verification mark can easily be automatically applied to each new posting from the already-labeled account.

The most challenging issue when it comes to labeling social media accounts is determining which accounts to label. While social media companies and the U.S. government, as discussed above, have identified the IRA as one specific actor in the Russian disinformation campaign, the identification of a specific organization with such certainty may not always be possible. Perhaps, when there are multiple factors pointing to a determination that an account is being controlled by disinformation propagandists, that could be deemed sufficient to trigger the labeling requirement to make readers aware of such a determination. Unlike the current FARA registration system, where agents are registered in relation to specifically identified foreign principals, social media accounts need not be labeled with such specificity so long as an assessment is made that the account is reasonably believed to be of foreign origin.

When it comes to propaganda on social media, the concern is less the precise national identity of the propagandist than the fact that the propagandist is not a U.S. person. If such an approach is taken, the FARA label’s text on the account page could be adapted from the current language. Rather than labeling informational materials as DOJ currently suggests (“this material is distributed by (name of registrant) on behalf of (name of foreign principal)”), in cases where the government is uncertain of the suspected foreign account’s exact origin, FARA could require a label that reads, “This account has been flagged by the Department of Justice as material suspected of being distributed by a foreign entity to influence American political opinion.”

Labeling accounts in this way would come with risks, chief among them the possibility that the account labeled later turns out to
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193. S. 625 § 3(b)(1)(B).
194. See supra text accompanying note 174–76.
195. Note that it may be possible under the current terms of the Act to label the informational materials of actors that have not registered as foreign agents. Under the Act in its current form, the Attorney General is granted the authority to exempt certain agents from the requirement of furnishing any information otherwise required by FARA “where by reason of the nature of the functions or activities of such person the Attorney General, having due regard for the national security and the public interest, determines that such registration, or the furnishing of such information, as the case may be, is not necessary to carry out the purpose of this subchapter.” 22 U.S.C. § 612(f) (2012).
be an account unaffiliated with any foreign propaganda campaign. To account for this possibility, FARA could grant the suspected foreign actor a period, such as ten days, during which the actor could reply with exculpatory evidence. The Act could also include a cause of action against the government available for people wrongly identified. In these circumstances, the FARA Unit could consider replacing the prior label it had placed on the account with one noting that the government has now confirmed that the account is operated by a U.S. person or a legitimate foreign independent actor.

Still, such an approach would be an uneasy solution. A scheme that involves labeling some accounts that may later prove innocent comes with potential legal challenges, such as arguments that the scheme is overbroad under the First Amendment, is a violation of the Due Process Clause of the Fourteenth Amendment, or entails labeling decisions that are arbitrary and capricious under the Administrative Procedure Act. To protect against these and a flood of other possible challenges, any FARA enforcement regime would have to maintain a clear and consistent threshold in making determinations about which social media accounts should be labeled. To support this effort, the government could consider involving a third-party objective panel to make the FARA labeling determinations.

One such model currently exists regarding the Uniform Domain-Name Dispute Resolution Policy, where all domain name registration disputes are addressed using a third-party proceeding administered by ICANN, the nonprofit organization responsible for ensuring the stability of Internet network operations. Another current model is the DMCA takedown notice, providing a web-based copyright dispute resolution system. Under such an adjudicatory mechanism, as discussed above, users can be provided with a notice period during which they can submit exculpatory evidence to avoid labeling, thereby granting suspected disinformation users a means of redress. Nonetheless, whether a third-party panel could even make consistent attribution de-

terminations to some degree of certainty to begin with remains an open question.

E. Enforcing FARA in the Digital Age

While a 2016 Inspector General’s report publicized DOJ’s weak record of FARA enforcement in the early 2000s and 2010s, in the past couple of years FARA enforcement has become an essential part of DOJ’s efforts to counter foreign influence operations in the United States. There are also burgeoning efforts to give FARA enforcement more teeth. Until this past year, DOJ had not used its authority to seek civil injunctive relief in the form of a court order mandating registration since 1991. Legislative efforts, such as the Disclosing Foreign Influence Act, are attempting to give DOJ the civil investigative authority to compel documentation, but these efforts are of limited effect when it comes to registering foreign social media propagandists. Even if such actors are identified with a certain degree of confidence, the agencies and organizations operating bot and troll accounts, which use fake identities and operate with the intention of staying anonymous, will certainly not volunteer for FARA registration. If compelled by a court, organizations such as the IRA will simply shut down an identified fake account and immediately open up a new one.

This enforcement problem should be considered in two parts: (1) registration under the Act and (2) the labeling of informational materials. Regarding registration, DOJ does not have jurisdiction to compel a foreign entity to submit its paperwork under FARA. It cannot compel social media companies to refuse to publish the materials of suspected agents of foreign principals because FARA does not involve censoring materials. One possible effort at registration could be a

201. See Laufman, supra note 4.
202. Id. (noting that DOJ recently signaled its willingness to deploy this authority in its settlement agreement with Skadden, Arps, Slate, Meagher & Flom LLP, which was found to violate FARA).
206. See supra text accompanying note 21.
naming and shaming operation, where the government releases a list of suspected foreign social media operatives and publicly puts these entities on notice that it intends to build a case against those who do not register voluntarily or provide exculpatory evidence within a given time period. While such a campaign would signal to these actors that the U.S. government has identified or is in the process of identifying them, it would still be toothless with regards to enforcement. Further, it could have the perverse outcome of causing the foreign actor to take down the suspected pages and create new ones.

When it comes to the labeling requirement, it must be recognized that the social media companies often take down material posted by inauthentic accounts when they are able to identify them as such. However, there are many ways in which inauthentic accounts can get around social media companies’ terms of service. On Twitter, for instance, there is no requirement that an account reveals the operator’s true identity, so operating a fake account is not in and of itself a violation subject to takedown. Therefore, posts that are not inflammatory—i.e., that do not incite hate speech or violence—and are deployed by trolls using their real names, may get flagged but would still remain online. While Facebook does ban coordinated inauthentic behavior completely, Facebook’s official platform requires only
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210. See Douek, supra note 85, at 29. Note, however, that Twitter has taken a number of steps to improve the security of its site, such as requiring purchasers of ads that advocate on “legislative issues of national importance” to verify their identities. See Tony Romm, Twitter Will Begin Labeling Political Ads About Issues Such as Immigration, WASH. POST (Aug. 30, 2018), https://www.washingtonpost.com/technology/2018/08/30/twitter-will-begin-labeling-political-ads-about-issues-like-immigration/.


the reduction, not removal, of false information, allowing some of these sources to remain online even if they have been identified as potentially fake. Facebook also has suggested that unless there is a pressing political real-world event that fake news on its site is attempting to influence, it may choose not to take down suspected fake accounts so quickly.

Beyond the technical question of whether foreign propaganda always violates these platforms’ terms of service, there are investigative, financial, and reputational considerations at play when it comes to issues of takedown and removal. Discussing the removal of fake accounts, Facebook has stated that “[i]f we remove them too early, it’s harder to understand their playbook and the extent of their network.” This is because it sometimes takes less time to identify that a post violates a platform’s policies than it does to identify the disinformation’s source. As these takedowns continue, the platforms may also eventually determine that removing suspected false accounts is unsustainable because of the harm such takedowns cause to user growth, and the reputational damage caused by growing criticisms of arbitrary decision-making and political censorship. Social media companies may also come to fear administrative actions taken by foreign countries in response to their takedown of suspected accounts.

As such, numerous cases may arise where a social media platform

214. Removing Bad Actors on Facebook, supra note 122 (suggesting that Facebook took down certain accounts in the summer of 2018 because of “the connection between these bad actors and protests that are planned in Washington next week.”) (last visited Sept. 25, 2019).
216. See Removing Bad Actors on Facebook, supra note 122.
identifies a suspected fake account of foreign origin but is less inclined to immediately remove the account.220

In some of these instances—aside from cases where a platform chooses not to flag an account in an effort to continue to reap intelligence on the account’s origins by monitoring its continued activity—a case could be made for labeling these online “informational materials.”

Unlike traditional propagandists, social media propagandists such as the IRA will face no penalty if they flout requirements to label their pages under FARA. But the social media platforms on which these foreign-based social media propagandists disseminate their materials can, by contrast, be required to label these materials, or be voluntarily asked to do so.221 While DOJ reports that it works closely with other government agencies in identifying potential FARA violators,222 opportunities may exist for a more intensive collaboration in which the government and the social media platforms identify suspected foreign propagandists and label these accounts’ informational materials in real time. Indeed, such a model may be close to reality. Reports suggest that since at least mid-2018, the FBI and other federal agencies have been supplying intelligence that has helped social media platforms discover online disinformation actors,223 and the social media platforms have in turn shared their own findings with U.S. law enforcement.224 If greater efforts are made to label content in real time, it is also not implausible that bot and troll operators will come to view their activi-

220. The notion that social media companies are not taking down all suspected foreign disinformation actors is supported by the fact that Facebook removed only thirty-six accounts, six pages, and ninety-nine Instagram accounts ahead of the midterm elections. See Jessica Guynn, Facebook: Fake Instagram Accounts Used Trump, Kanye and Social Issues to Target Voters, USA TODAY (Nov. 13, 2018, 4:45 PM), https://www.usatoday.com/story/news/2018/11/13/election-2018-results-how-russians-used-celebrities-target-voters/1991065002/.

221. Requiring social media companies to take a more active role in FARA registrations would not be without precedent. See Joshua Geltzer, A Checklist for Protecting Our Elections from Foreign Meddling, JUST SECURITY (Jan. 12, 2018), https://www.justsecurity.org/50948/checklist-protecting-elections-foreign-meddling/ (analogizing requiring more of the social media companies in this space to the reporting requirements imposed on financial institutions under the Bank Secrecy Act of 1970).
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224. See Removing Bad Actors on Facebook, supra note 146. When Facebook identified a number of accounts that violated its ban on coordinated inauthentic behavior in July 2018, its head of cybersecurity reported that the information had been shared with U.S. law enforcement agencies before it was removed. Id.
ties as a waste of time and energy, and slow down their creation of new accounts.

Suggestions of possible social media company liability frequently raise legal questions based on § 230 of the Communications Decency Act, which provides interactive computer services that include, for example, Facebook and Twitter, with civil immunity relating to any action undertaken to restrict access or availability of material on their platforms. However, § 230’s policy goals include ensuring “vigor-ous enforcement of Federal criminal laws,” and § 230 specifically states that it does not impair the enforcement of any federal criminal statute. While the question of whether the government can enforce its criminal statutes without violating § 230 has not been extensively litigated, it is plausible that § 230 would not bar DOJ from holding social media companies liable under FARA for failing to label accounts that the government identifies—with the social media company’s help—to be related to propagandist foreign entities. Additionally, recent movement in Congress in the area of sex trafficking online suggests the legislature’s intent to allow for criminal enforcement and even civil suit against technology companies in some extreme cases. In congressional testimony in the fall of 2018, Twitter CEO Jack Dorsey said he was “open to dialogue” about § 230.
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227. See id. § 230(e)(1).
228. Note that social media companies such as Facebook and Twitter would not fall under FARA’s news exception because, as indicated by their own words, they do not consider themselves news organizations but rather neutral technology platforms. See, e.g., supra note 48.
229. See Allow States and Victims to Fight Online Sex Trafficking Act of 2017, Pub. L. No. 115-164, 132 Stat. 1253 (2018) (amending the Communications Decency Act to give prosecutors and sex trafficking victims alike a clearer route to pursue legal action against websites hosting advertisements for prostitutes). For a model of how liability could work for social media companies who knowingly maintain fake accounts or false information on their platform, consider the “knowledge” requirement in child pornography statutes. See generally Note, Child Pornography, the Internet, and the Challenge of Updating Statutory Terms, 122 Harv. L. Rev. 2206 (2009). If this movement continues, it also may no longer be inconceivable to allow individuals to bring private suits against social media platforms if their material is wrongly labeled. For an example of a suit against a social media company for false labeling, see Bonnie Eslinger, Facebook Censoring Russian Site by Deleting Page, Suit Says, Law360 (Nov. 20, 2018, 11:16 PM), https://www.law360.com/cybersecurity-privacy/articles/1104112/facebook-censoring-russian-site-by-deleting-page-suit-says (discussing the case of “[a] Russia-based website [that] sued Facebook in California federal court, claiming it is a legitimate news agency wrongly caught in the social media giant’s fake news net”).
At the very least, enforcement of FARA with regards to social media companies appears increasingly plausible.

Requiring social media companies to label the informational materials of foreign operatives also raises a potential First Amendment challenge. The Supreme Court has held that an individual or group is not required to foster, display, or help promote those ideas with which the individual or group disagrees. As such, social media companies may argue that the government is constitutionally barred from requiring them to include labels on certain accounts on their platforms. This pitfall suggests that a model of voluntary compliance with the government when it comes to FARA labeling would be more agreeable than a model of liability. The government could even provide social media platforms with a safe harbor, such as absolute immunity, if they work voluntarily with DOJ in pursuing these labels.

Voluntary cooperation would not be without precedent; consider, for example, the Obama Administration’s Countering Violent Extremism initiative, which sought to involve similarly close coordination between the government and the tech sector. Furthermore, legislative achievements such as the Cybersecurity Information Sharing Act (“CISA”) have been premised on the very idea that improving cybersecurity requires the effective sharing of information between technology companies and the government. Any information sharing
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232. Reporting suggests that some voluntary social media giant-government cooperation is already underway: before the 2018 midterms, Facebook publicly acknowledged for the first time that the accounts it removed “were identified following a tip from law enforcement agencies.” See Sheera Frenkel & Mike Isaac, Russian Trolls Were at It Again Before Midterms, Facebook Says, N.Y. TIMES (Nov. 7, 2018), https://www.nytimes.com/2018/11/07/technology/facebook-russia-midterms.html. Such cooperation is happening between social media companies and other governments around the world as well. See Sara Germano, Facebook, Germany to Collaborate Against Election Interference, WALL ST. J. (Jan. 20, 2019, 12:23 PM), https://www.wsj.com/articles/facebook-germany-to-collaborate-against-election-interference-11548004995

233. See Lisa O. Monaco, How We’re Countering Violent Extremism at Home and Abroad, WHITE HOUSE: PRESIDENT BARACK OBAMA (Jan. 8, 2016, 4:10 PM), https://obamawhitehouse.archives.gov/blog/2016/01/08/how-were-countering-violent-extremism-home-and-abroad.

arrangement between DOJ and social media companies would have to be crafted in line with provisions in CISA, the Stored Communications Act ("SCA"), and other laws that limit private companies’ voluntary disclosure of personal user information to the government.235

F. Policy Considerations for the Tech Community

In the months immediately following the 2016 election, social media companies were reluctant to admit and respond to the extent of inauthentic activity on their platforms.236 Since then, the companies have accepted more responsibility. Facebook now has a team of over 20,000 people dedicated to safety and security, working to detect fake accounts using artificial intelligence before they are even created.237 Twitter has begun to emphasize the safety of its users over promoting public discourse at all costs, and has taken down millions of fake and suspicious accounts.238 The companies have also made progress with their terms of service. Among other reforms, Facebook has expanded its requirement that only authorized advertisers will be able to run “electoral” ads to political “issue” ads as well, and requires the verification of people who manage pages with large numbers of followers.239 Facebook also banned false information about voting requirements ahead of the 2018 elections.240 Twitter requires that “those running political ads for federal elections . . . identify themselves and certify that they are in the United States.”241

These changes have not all been successful. For instance, Facebook’s attempt in 2018 to put red flags on fake news stories

238. See Timberg & Dwoskin, supra note 217.
239. See Rob Goldman & Alex Himel, Making Ads and Pages More Transparent, FACEBOOK NEWSROOM (Apr. 6, 2018), https://newsroom.fb.com/news/2018/04/transparent-ads-and-pages/. Facebook has also developed a searchable database of political ads, which it has expanded around the world. See Schechner & Chin, supra note 197.
backfired when users began sharing the labeled hoaxes even more, and Facebook’s introduction of a “tool that verifies ad-buyers’ identities... still allows ads from buyers with falsified identities to slip through.”

Twitter’s efforts to combat tweets that most likely come from bad actors have often only pushed the tweets down into the “show more replies” section, rather than labeling the tweets as fake. The same group of Internet trolls that meddled in the 2016 political process tried to influence American voters using Facebook ahead of the midterm elections, suggesting that despite Facebook’s efforts, it continues to be a battleground for disinformation actors. The social media companies have also been criticized for selective as well as overbroad enforcement in their removal of suspicious accounts.

In light of the continuing challenges that social media companies face when it comes to self-regulating foreign social media propagandists, appetite remains for congressional action. In September 2018, Senator Mark Warner, Vice Chairman of the Senate Intelligence Committee, stated that “Congress is going to have to act. . . . The era of the Wild West of social media is coming to an end.” Whether Congress chooses to regulate social media companies on this issue through FARA, the Honest Ads Act, or other pending legislative proposals is not for this Article to determine. But if Congress does choose to regulate in this space either through FARA or through another law, a number of broad principles, outlined below, could play an important role in alleviating the regulatory concerns of the social media companies at issue.

First, Congress must carefully consider the scope of any regulatory solution. It may not make regulatory sense to require every social media startup, for instance, to identify and label the foreign-based propaganda on its platform. As is well-evident, the kind of propaganda discussed in this Article is only a national concern when it is distrib-
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247. See Douek, supra note 48.
uted en masse. Therefore, similar to how federal discrimination laws apply differently to companies with fourteen or fewer employees,\footnote{FAQ \#1: Do the Federal Employment Discrimination Laws Apply to My Business?, U.S. Equal Emp. Opportunity Commission, https://www.eeoc.gov/employers/smallbusiness/faq/do_laws_apply.cfm (last visited Mar. 12, 2019).} any regulation in this space could be limited to platforms that reach a threshold of a certain number of users. Congress could identify a number of concrete factors that determine whether a social media company has reached this threshold.

Second, any regulation would likely need to standardize the identification and labeling system that would be used across social media platforms so users can easily identify a labeled account and understand what the label means. Through organizations such as the National Institute for Standards and Technology, the government has experience tackling these sorts of collective action problems and could apply that experience to this issue as well.\footnote{See About Standards.gov, NIST, https://www.nist.gov/standardsgov/about-standardsgov (last updated Aug. 8, 2018).} As discussed above, a universally recognizable FARA-specific verification mark could allow for easy identification of suspected accounts.

Finally, it may be important to keep in mind the international effects of any U.S. regulation: a strict enforcement regime could, theoretically, drive the business of emerging technology companies to other countries. As such, any regulatory regime in this space may ultimately be more effective if it is undertaken in coordination with foreign countries and partners, establishing uniform standards and requirements. Given that the United States is not the only country affected by disinformation campaigns,\footnote{See Yasmeen Serhan, Italy Scrambles to Fight Misinformation Ahead of Its Elections, Atlantic (Feb. 24, 2018), https://www.theatlantic.com/international/archive/2018/02/europe-fake-news/551972/.} it is likely that other countries would be interested in identifying and putting into place shared approaches and standards.

**Conclusion**

If Congress decides to implement a FARA registration and labeling regime for foreign-based social media propagandists, it should not be under the illusion that doing so on its own would solve the disinformation problem. To a significant degree, the problem of fake news on social media often resembles a game of whack-a-mole, where a new account pops up for every account taken down.\footnote{See Kevin Poulsen, Alleged Russian Operatives Spreading Fake News Sneak Back onto Facebook, Daily Beast (Sept. 5, 2018, 5:14 AM), https://www.thedaily
better to institute a regulatory regime that tackles part of the problem rather than to not tackle the problem at all, and the institution of a regulatory regime may play a role in changing the dynamics of these disinformation campaigns. It remains an open question, however, whether FARA is the best tool to use.

This Article has identified how FARA can be applied statutorily to foreign-based social media actors, as well as the enforcement challenges that any such registration and labeling regime would face. In some ways, FARA is a good fit for this problem: trolls and bots are beginning to share, retweet, and otherwise engage with genuine, domestically produced content, rather than generating their own content. This suggests that FARA’s emphasis on the actor, rather than the content, aligns with disinformation actors’ present tactics. But labeling suspected foreign accounts comes with numerous legal and technical challenges, as discussed above, indicating the difficulties of a label-based regulatory model.

Ultimately, the question of FARA’s applicability to foreign-based social media actors is just one element of a policy conversation about how the United States might stay ahead of the problem of foreign disinformation on social media. Given the rapidly changing nature of technology, it is clear that none of the measures discussed here would serve as a comprehensive panacea for this problem. Nonetheless, it is important to look at individual laws like FARA that operate in this area, and to consider the opportunities and pitfalls behind expanding or applying any one of them to this novel and evolving threat.
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